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“What Happens to Libraries and Librarians When
Machines Can Read All the Books?” ( Chris Bourg, 2017 )
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Al and ML in Libraries (2019)

Introduction
HAMLET

Al and Creating the First
Multidisciplinary Al Lab

An Exploration of Machine Learning

Jason Griffey, Editor




* inthe 1940s, people began to speculate what it would
mean for a computer to be “intelligent”
o ARFTRATESEOKEES
e AIE&HRA vs. BEREERA
*  Ex: AlphaGo (2016)
Intro d uction . BBATWEEE - RESTETIG
* A& MLAAIRARIE RN —EL 72
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* EFHBEEE - I'BSE (Homecourt) HC2

c EfR -RRE HERE

For a given neural net, and a given training set, and a given query, one could build a statistical model of the likelihood of outcomes, but not predict

with certainty what that outcome might be. This means that when biases are present in training data, the effects they might have on quecries and
outcomes may not be directly predictable.



https://www.homecourt.ai/
https://www.sportscience.com.tw/article/detail/%E3%80%8CHOMECOURT%E3%80%8D:%E6%99%BA%E6%85%A7%E6%8A%95%E7%B1%83%E8%A8%93%E7%B7%B4APP
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° EZRIR : MITHI STEM F X
* TOIEEAEEHMITIKEE - MEM L EEE
* ZBRNMUEESMER N ERENHEBAMOIEEARE
° FRZFNERSHILENBERY - Zc22Z2EHMIER
J3A

How About Machine Learning Enhancing
Theses? - a pilot discovery project (MIT, 2017)



https://en.wikipedia.org/wiki/Word2vec
https://hamlet.andromedayelton.com/about/
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How About Machine Learning Enhancing
Theses? - a pilot discovery project (MIT, 2017)
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MITLibraries

MIT Libraries Machine Learning Studio

Visualizing a department: Physics Latest Posts

» Visualizing a department:

If you liked previous posts on concept clusters in aero-astro and chemistry theses, perhaps you will also s
ysics

like to see the physics department!
» Visualizing a department:

What do you think the labels for these clusters should be? Chemistry

» Visualizing A Department

click a cluster to see its component theses
» Six Ways Of Looking At

Oxygen
. * Hello Gensim

. Archive

Resources

Projects



https://mitlibraries.github.io/ml2s/2017/07/18/visualizing-a-department-physics.html
https://mitlibraries.github.io/ml2s/2017/07/18/visualizing-a-department-physics.html

Al and Creating
the First

Multidisciplinary
Al Lab

» The idea is similar to that of a makerspace in the
library
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https://web.uri.edu/ai/
https://web.uri.edu/ai/
https://web.uri.edu/ai/

° MRHERE
* IRELDAK - EEXEZEEEZE (Library

An EXp I O ratiO N . Subject Headings (LSH) )

Latent Dirichlet Allocation

of Machine TOERER

* M Gutenberg §T§%¥$Z% fi
* BB bash TR - IENEFEER

Le a r n i n g * &4 bash I Python ETE R EGRE 5 SN

Craig Boman ° BamstEBRIEE BRI EE TR

from the journal Science. At left are the inferred
requent words from the most frequent topics found

Topic proportions and
Topics Documents assignments “Evol " “p " “e p s/
gene 0.04 =__ evolution disease computer
d 0.02 . " . " S~
genetic  0.01 Seeking Life’s Bare (Genetic) Necessities \ B evolutionary host models
_/,‘ ripstes i i) species bacteria information
= organisms diseases data
life 0.02 > Sleta
e 001 life resistance computers
L origin bacterial system
— biology new network
groups strains systems
:::",,, :js; phylogenetic control model
G 90 living infectious parallel
- — » diversity malaria methods
- : . Newvon  Swipping down
ta .02 | group parasite networks
1 | I new parasites software
| T
| k two udlted new

common tuberculosis simulations


https://tengyuanchang.medium.com/直觀理解-lda-latent-dirichlet-allocation-與文件主題模型-ab4f26c27184

Al and ML in Libraries
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v !'|0W Al ST UPeE A W\ W S 7 /B 5 Ways Artificial Intelligence Azl
information organization, S 2 - (P Impacts Libraries

accessibility, user . | * ol
services, and Iibrary = N \ \ — = ‘;4: 7 B Information Professionals

analytics. Library Operations Robotic Process

It also emphasizes the = \f“}\vﬂ:?;’f?y Automation Smart Libraries

User Services

for both librarians and
patrons in today's
society.

importance of Al literacy H e L Iy
\ § ” :’7 _, ‘ «;i',f . = &, : E g

Data and Al Literacy

Library Analytics

https://www.aje.com/arc/ways-artificial-intelligence-impacts-libraries/



https://www.youtube.com/watch?v=_AFjN6Yt0WA
https://www.youtube.com/watch?v=_AFjN6Yt0WA
https://www.aje.com/arc/ways-artificial-intelligence-impacts-libraries/

AIHEZENTE (FL)

Evaluating Decisions Data Disco
Based on Data Collection

Information professionals crcl kg Data and Al literacy

Y librarians are s . lerarle's and library |
the precision of search Application professionals takes aim at
and recall efforts. @ and
v" librarians will to educate -
the public on Data Literacy v’ Data literacy deals with
Skills earni
and Decision Ma ea rnlng
j Competencies :
. . :eptual Data v Allit tail
Library operations ework P Evaluati iteracy entails an

* Robotic process
a Utomation Data organization
® S m a rt Li b ra ri es Data preservation Data

Management

Data Conversion (from https://www.aje.com/arc/ways-artificial-intelligence-impacts-libraries/

Metadata Creation format to format



https://www.aje.com/arc/ways-artificial-intelligence-impacts-libraries/

Library analytics

\V

library data to identify
patterns and trends.

v This information can be
used to improve library

services and make better
decisions about collection
development and staffing.

v EX:?

User services

\V

Al can be used to analyze

Providing reliable and
valuable services tailored

https://www.aje.com/arc/ways-artificial-intelligence-impacts-libraries/

to unique user groups

Al tools within their
library services

Ensure more personalized
and intuitive services.
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Connected
Papers
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Semantic Scholar

\\V‘ SEMANTIC SCHOLAR

A free, Al-powered research tool for scientific literature



https://www.semanticscholar.org/
https://www.semanticscholar.org/

Identifying Meaningful Citations

v BRARSENFTEENSERNEPHLITER - fE R
B2 EMTERTE

- BEfES|HABRH

SECEEESIHRE  BRSERSIAKR
- FFEESIHARE - SERCEIFEESIHRE
Semantic - FEEENN  XEEANREIRHEEIFEZRS True
- NERB/EHR  BBSERBERXEBRERS True
- NRLEIRERBSERRASR
- SIAXEEEER : SIAXEE) - B—3EBEZE

- E#ES|BEA . BE—XBEES | BXREERFI A X BIE#S
FARE

« FIEXNEHENEUREMELUE

« FTEX Rt PageRank

« FIENBIZEELREIZZE - 5|IARRNXEIINEER

- NERFLESE .

Scholar




Semantic
Scholar

HIEEXERSE
v ZREEBRIEEBERESXITEE 6000 2R
SRE - DAREREEANS
Al BEFNEA(EXEIEE
v 238 A 2EEARBEBY S A EEEERE - B
DIEEERNAS - IS AN
B NEHE
v BB EERESIFE - JEERES| X

RUEE - ERIXEREE - BAE ARG 2G5 e
HENMRECAIERA

19



¢ % SEMANTIC READER & Accoutt v

plored for many decaden, with varying results. A significant
limitation of simple RNN models which strictly integrate
state indormation over time bs known s the “vanishing
pradient” effect; the ability to backpropagate an error signal
through a long-range temporal interval becomes increas
Ingly difficult in practice. Losgy Shoet-Term Memory (LSTM)
units, it proposed in [7], are recurrent modules which
enable long-range leaming. LSTM units have hidden state

sugmented with nonlinear mechanisms to allow state to Fg 2 A dagam of & base AINN col (wh) and a0 LETM memery
propagate without modification, be updated, of be reset, ool (9ghD used In e paoer (vom (131 & Sigh sevpification o) e
using simple leamed gating functions. LSTMs have recently  ehechos descrbed in [14] which was derived rom the LITM inbialy

been demonstrated 10 be capable of largescale leaming of proposed 7}
L w ' Lo vy
\ad '
L 2 BACKG 10UND: RECURRENT NETWORKS

1 ourvent neural networks (RNNs, Figure 2, left)

On the p'OD(‘HIO!; of Neural Machine Translation P ral dynamics by mapping inpul sequences 1o
., and Ndden states to outputy via the following

Encoder-Decoder Approaches & wations (Piguse 2, left)

Semantic
Scholar

by w g(Woaze + Wiy + b
y ) SR " 2 (Wl +b,)

hown Yeur . slatk
TLDR [tis shown that the neural machine transiation & chement-wise non-lineanity, such as a sigmold

performa relatively well on short sentences without I tangent, 2, bs the input, Ay € RY I the Ndden

unknown words, but its performance degrades rapidly ad A hidden units, and 2 s the output at time ¢
the length of t ! i 1) bet of unk BT input sequence (1), 2y, . 27), the updates
E E ngin ence ar Jymbet of \
W longth of the sentence and the numbet of unknowr Kinputed sequentially as by lotting hy = 0), 3,,
a e I words increase. Expand e

66 4060 ] Seve To Ulwwy

2OCUON 4). W CXMINEG 100D VIOD KTIVITY Qatasets
MAY ROL RAVE AChons OF ACHIVItes With parncularny com
plex temporal dynamics, we nonetheless observe significant
Improvements on conventional benchmarks

Second, we explore end-to-ond trainable image to w
fence mappings. Strong results for machine tranalation
tasks have recently been reported [V, {104 such models
are encoder-decoder pairs based on LSTM networks. We
propose a multimodal analog of this model, and describe an
architecture which uses & visual convivet to encode a deep
state vector, and an LSTM to decode the vector into a natural
language string (Figure 3 middle; Section 5). The resulting
model can be tralned end-toend on larngescale image and
text datasets, and even with modest training provides com

potitive generation rosults compated o existing methods
Finally, we show that LSTM decoders can be driven

directly from conventional computer vision methods which

needict Nehordovel discriminative labels such an the w

{ INNs have proven sucomsful on tasks such

e ognition [15) and text generation [16), It can

| 0 train them 10 leam Jong term dynamics,

Ir part 1o the vanushing and exploding gradients
(R hat can result from propagating the gradients
down through the many lavers of the recurrent network,
oach cormeponding to a particular thme step. LSTMs provide
» solution by Incorporating memory units that explicitly
allow the network to leam when 1o “forget™ previous hid-
den states and when 10 update Ndden states given new
information. As research on LSTMs has progressed, hidden
units with varying connections within the memory unil
have been proposed. We wse the LSTM unit as described
in L1} (Figure 2, right), o slight simplification of the one
described In (8], which was detived from the original LSTM
unit proposed In |7] Letting ofe) = (14¢7%) * be the
sipmond non-linearity which squashes reabvalued inputs to
o 10, 1] range, and letting tanli(e) = B o 20(24) - |
be the hyperbolic tangent non: linearity, similarly squashing
it inputs 10 a |~ 1. 1] range. the LSTM updates for time step
I ghven inputs 2, by, and ¢, ate

20


https://www.semanticscholar.org/reader/df2b0e26d0599ce3e70df8a9da02e51594e0e992
https://www.semanticscholar.org/reader/df2b0e26d0599ce3e70df8a9da02e51594e0e992
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Bidirectional Encoder Representations from
Transformers. Unlike recent language repre

train deep bidirectional representations from
unlabeled text by jointly conditioning on both
left and right context in all layers. Asare

sult, the pre-trained BERT model can be fine

tuned with just one additional output layer
to create state-of-the-art models for a wide
range of tasks, such as question answering and
language inference, without substantial task

specific architecture modifications.

BERT is conceptually simple and empirically
powerful. It obtains new stale-of-the-art re

sults on eleven natural language processing
tasks, including pushing the GLUE score to
80.5% (7.7% point absolute improvement),
MultiNLI accuracy to 86.7% (4.6% absolute
improvement), SQuAD v1.1 question answer-
ing Test Fl to 93.2 (1.5 point absolute im

provement) and SQuAD v2.0 Test F1 to 83.1
(5.1 point absolute improvement).

1 Introduction

Language model pre-training has been shown to
be effective for improving many natural language
processing tasks (Dai )
20184 Radford et al.,
.20118). These include sentence-level tasks such as

: Howard and Ruder,

ships between sentences by analyzing them
holistically, as well as token-level tasks such as
named entity recognition and question answering,
where models are required to produce fine-grained
output at the token level (T] (am § d

De Meulder, 2003, Rujpurl\“

+) 1 100% v | |1]/16

include the pre-trained representations as addi-
tional features. The fine-tuning approach, such as
the Generative Pre-trained Transformer (OpenAl
task-specific parameters, and is trained on the
downstream tasks by simply fine-tuning all pre-
trained parameters. The two approaches share the
same objective function during pre-training, where
they use unidirectional language models to learn
general language representations.

We argue that current techniques restrict the
power of the pre-trained representations, espe-
cially for the fine-tuning approaches. The ma-
jor limitation is that standard language models are
unidirectional, and this limits the choice of archi-
tectures that can be used during pre-training. For
example, in OpenAl GPT, the authors use a left-to-
right architecture, where every token can only at-
tend to previous tokens in the self-attention layers
strictions are sub-optimal for sentence-level tasks,
and could be very harmful when applying fine-
tuning based approaches to token-level tasks such
as question answering, where it is crucial to incor-
porate context from both directions.

In this paper, we improve the fine-tuning based

approaches by proposing BERT: Bidirectional

Encoder Representations from Transformers
BERT alleviates the previously mentioned unidi-
rectionality constraint by using a “masked lan-

guage model” (MLM) pre-training objective, in-
masked language model randnmlynmkﬂmnc of
the tokens from the input, and the objective is to
predict the original vocabulary id of the masked

featre-based approach, such as ELMo (Petess,

eTolibrary 2

Annotations

Powered by Hypothes.is

Public v

Showing 1 annotation (and 1 more)

7 Preview

B I ®» 8 I

We might follow this part

4
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@@ Annotations can be freely reused by anyone for any purpose.
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we improve the fine-tuning basedapproaches by proposing
BERT: BidirectionalEncoder Representations from More
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https://www.semanticscholar.org/reader/df2b0e26d0599ce3e70df8a9da02e51594e0e992
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https://www.semanticscholar.org/reader/df2b0e26d0599ce3e70df8a9da02e51594e0e992
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Aggregation in Library
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Active Collector and Gate-Opener

For Researchers in Research Life Cycle
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